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a b s t r a c t 

Internet services heavily rely on CAPTCHAs for determining whether or not a user is a human being. The 

recent advances in ML and AI make the efficacy of CAPTCHAs in strengthening Internet services against 

bots questionable. In this paper, we conduct a systematic analysis and classification of the state-of-the- 

art ML-based techniques for the automated text-based CAPTCHA breaking problem. The current state and 

robustness of text-based CAPTCHAs as are utilized by modern Internet applications, against ML-based 

automated breaking tools, is examined and reported. Our study suggests that ML can be very effective 

in increasing: (a) accuracy, (b) speed, and (c) abstraction in CAPTCHA solving. Especially, as far as (c) 

is concerned, ML-based techniques are easier to be applied in different classes of text-based CAPTCHA 

schemes. To assess the importance of ML in breaking CAPTCHAs, we build our own ML-only classifiers. 

Surprisingly, an ML-only approach for solving CAPTCHAs is not sufficient. Overall, our study suggests that 

fundamentally different ways of conducting reverse Turing test, that will be painless for legitimate users 

(i.e., humans) but at the same time challenging for automated systems (i.e., software), should be consid- 

ered for ensuring the healthy operation of current Internet services. 

© 2020 The Authors. Published by Elsevier Ltd. 

This is an open access article under the CC BY-NC-ND license. 

( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
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. Introduction 

Internet services heavily rely on effectively distinguishing hu-

an from machine visitors. Nonetheless, determining whether or

ot a user is a human being is not a trivial task. In 1950, Alan

uring proposed the Turing Test ( Turing, 2009 ) for testing a ma-

hine’s ability to exhibit intelligent behavior equivalent to, or indis-

inguishable from, that of a human. Nowadays, inferring whether

r not an activity is the outcome of a human being is a critical

ask due to exactly the rise of automated software that misuses

nd corrupts public Internet services (harvesting email addresses,

utomatically signing up for or making use of web sites, blogs or

orums, etc.). In response, the Completely Automated Public Turing

est to tell Computers and Humans Apart (CAPTCHA) was proposed

n 2003 by Ahn et al., 2003 . This is a critical technology for defend-

ng Internet services against automated interaction. As mentioned

n their article ( Ahn et al., 2003 ), any program that has high success

ver a CAPTCHA can be used to solve an unsolved Artificial Intelligence

AI) problem . This means that CAPTCHAs can be used not only for
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ecurity reasons (i.e., for telling humans and bots apart), but also

s a benchmark for AI and Machine Learning (ML) technologies.

APTCHAs are sometimes called reverse Turing tests because they

re intended to allow a computer, instead of a human, to deter-

ine if a remote client is human or not ( Bursztein et al., 2011b ).

hus, CAPTCHAs should effectively defend Internet services against

he advances in ML and AI. 

CAPTCHAs realize a vital security mechanism that effectively

liminates automated interaction with Internet computing services

nd applications, particularly deterring attackers from abusing on-

ine services ( Stark et al., 2015 ). The vast majority of Internet ser-

ices deploy CAPTCHAs in order to effectively limit bot systems

rom misusing and/or exploiting their valuable resources. In or-

er to grasp the importance of blocking automated systems from

xploiting valuable Internet resources, we can consider many ser-

ices and applications that, if successfully exploited, benefit attack-

rs, significantly. For instance, consider (a) poisoning an online poll

y artificially submitting hundreds of malicious responses, (b) at-

acking online accounts, such as bank ( Li et al., 2010; Zhang and

ang, 2010 ) or email accounts, by brute-force (i.e., repeatedly at-

empting a massive amount of different passwords), (c) signing up

or large amounts of email or social media accounts, (d) spam-

ing blogs and news sites with dozens of bogus news/comments
nder the CC BY-NC-ND license. ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
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and search-engine links, and (e) falsifying torrent seed counts and

positive feedback in order to lure people into downloading a tro-

jan payload. Furthermore, according to Motoyama et al. (2010) , an

underground and robust CAPTCHA solving ecosystem has emerged

reselling both automated solving technology and real-time hu-

man labor to bypass these protections. As they clearly mention

in their paper, automated solvers have zero cost, compared to

human-based solvers, so ML-based solutions effectively tackling

the automated CAPTCHA-breaking problem will dramatically in-

crease this underground economy ( Motoyama et al., 2010 ). Con-

sequently, CAPTCHAs stand as a critical mechanism for effec-

tively protecting Internet computing services and applications from

large-scale automated malicious interaction as well as limiting the

economic growth of the underground economy selling CAPTCHA-

breaking solutions. 

With CAPTCHAs in place as a security policy, the user is re-

quested to perform a specific action in order to be claimed by the

system as a human (grant access) or a bot (deny access). The ac-

tion requested by the system is directly related to the CAPTCHA

version being used. There are plenty of versions that exist nowa-

days depending on the type of the requested input. The most pop-

ular ones are: (a) text-based CAPTCHAs, (b) Google’s No CAPTCHA

reCAPTCHA, (c) Google’s Invisible reCAPTCHA (which is an update

to the previous version of No CAPTCHA reCAPTCHA), (d) simple

math problem CAPTCHAs, (e) honeypot CAPTCHAs, (f) social ac-

count sign-in CAPTCHAs, (g) time-based CAPTCHAs, (h) confident

CAPTCHAs, (i) biometrics CAPTCHAs, and (j) audio CAPTCHAs. 

Since the invention of CAPTCHAs, several design techniques,

which trade security with usability have been proposed. Their se-

curity is not based on their algorithm’s secrecy as the algorithm

used to create instances of a proposed CAPTCHA scheme must be

made public (as P implies in CAPTCHA), though it may be cov-

ered by a patent. Instead, their security mainly depends on the vi-

sual interference effects ( Chellapilla et al., 2005 ) including rotation,

waving, adhesion, and overlap. Ideally, a useful CAPTCHA should be

solvable by humans at least 80% of the times while programs us-

ing reasonable resources should succeed in less than 0.01% of the

cases ( Chellapilla and Simard, 2004 ). Text-based CAPTCHAs, whose

users include Google, Yahoo, and Wikipedia, block automated sys-

tems, which cannot read the distorted characters in the CAPTCHA’s

graphic representation. In particular, text-based CAPTCHAs require

users to type the characters contained in a distorted image, some-

times with the addition of an obscured sequence of letters or

digits, that appears on the screen. These puzzles can be trivially

generated by a computer program, however detecting machine-

wise the actual text embedded in the image, which is fairly visi-

ble to a human eye, is not straight-forward. Therefore, text-based

CAPTCHAs have been massively deployed as an impediment to

large-scale automated interaction with Internet services. Despite

several attacks and numerous alternatives that have been pro-

posed for text-based CAPTCHAs, many websites and applications

still use them as their main security and authentication mecha-

nism ( Ye et al., 2018 ). These include the majority of the top-50

popular websites ranked by alexa.com as of April 2018, including

Google, Microsoft, Baidu, and many others ( Ye et al., 2018 ). Simply

making text-based CAPTCHAs hard (see Section 6 ) is not optimal

since this action has a direct negative impact on CAPTCHAs’ us-

ability as legitimate users will struggle to solve them. 

Breaking a specific CAPTCHA scheme 1 requires a solution to

a difficult problem in the field of AI and ML rather than reveal-

ing the algorithm itself (which could be done through reverse en-

gineering or other means ( Hindle et al., 2008 )). The main rea-
1 In this paper, the phrase CAPTCHA breaking refers to automatically solving the 

text-based CAPTCHA problem using a computer program, i.e., recognizing the char- 

acters within a text-based CAPTCHA image representation using software. 

t  

p

on for which attackers automate CAPTCHA solving is the value

f automatically collecting resources that can be sold, such as e-

ails, accounts, likes, and re-tweets ( Motoyama et al., 2010 ). The

emarkable evolution of techniques that make software capable of

imicking Human Visual System (HVS), especially the advances in

I and ML, has given adversaries the necessary tools for break-

ng sophisticated/improved-security CAPTCHA schemes. Breaking

ext-based CAPTCHA using ML-related ( Bursztein et al., 2011, 2014;

hellapilla and Simard, 2004; Cruz-Perez et al., 2012; Dileep et al.,

017; Fiot and Paucher, 2009; Gao et al., 2013, 2017; Hindle et al.,

008; Hussain et al., 2016; Li et al., 2010; Rui et al., 2013; Stark

t al., 2015; Starostenko et al., 2015; Tang et al., 2016; Ye et al.,

018; Zhang and Wang, 2010 ) or Computer Vision-related ( Ahmad

t al., 2010; 2011; Chandavale et al., 2009; Gao et al., 2012; 2014;

uang et al., 2010; Mori and Malik, 2003; Moy et al., 2004; Nachar

t al., 2015; Sano et al., 2015; Shih-Yu et al., 2008; Yan and Ah-

ad, 2007; Yan and El Ahmad, 2008 ) techniques has been exces-

ively studied. A large number of ML algorithms, mainly based

n different Artificial Neural Network (ANN) architectures, have

een proposed and successfully applied to solving specific text-

ased CAPTCHA schemes, some of them reaching 100% success

ate ( Ye et al., 2018 ). Note that the threshold for which a CAPTCHA

cheme to be considered ineffective is 1% recognition success rate

 Bursztein et al., 2011b ). As such, the recent advances in ML and AI

ake the efficacy of CAPTCHAs questionable. 

In this paper, we perform a systematic classification of the

tate-of-the-art ML-based techniques used for breaking text-based

APTCHA schemes by comparing them in terms of accuracy, perfor-

ance , and generality . After examining and comparing those tech-

iques, our final conclusions and reasons for why some specific

echniques fail, in terms of CAPTCHA’s contents recognition accu-

acy, are given. Also, the current state and robustness of text-based

APTCHAs, against ML-based automated breaking tools, is exam-

ned and reported. Furthermore, we analyze typical end-to-end

cenarios for breaking text-based CAPTCHAs identifying the role

f ML in the attack process. Moreover, we show that holistic/non-

egmentation based approaches incorporating features from sys-

ems neuroscience and HVS in general are the state-of-the-art

ethodologies on trying to solve complex object recognition prob-

ems. This research provides (among the rest) insights, guidelines,

nd suggestions on how to improve the security of text-based

APTCHAs by offering a series of effective design security features.

on ML-based techniques will not be examined as many of these

ttacks are hard-coded for a few specific CAPTCHA schemes mak-

ng the tuning of these attacking methodologies a non-applicable

rocess as the need for heavily expert involvement, labor-intensive,

nd time-consuming processes is required. Finally, we experimen-

ally show that an ML-only approach is not sufficient on tackling

he automated text-based CAPTCHA breaking problem. 

For our large-scale evaluation on automated text-based

APTCHA breaking, we identify the relevant literature by query-

ng the most accredited scholarly databases. In all, we review 51

apers. Each paper is carefully analysed for determining the ML-

elated or Computer Vision-related methodology used in each pro-

osed automated text-based CAPTCHA solver. It has to be noted

hat a quantitative comparison (e.g., comparing the success rates

chieved from different solvers) does not impose a direct met-

ic among all reported techniques. Additionally, such a compari-

on is extremely challenging as almost all methods are applied to

articular versions of CAPTCHAs. Nonetheless, a qualitative discus-

ion about the most powerful techniques (i.e., techniques achieving

he highest success rates as well as requiring the minimum breaking

imes ) is a more applicable and effective approach on trying to re-

ort the current state and situation of text-based CAPTCHAs. 
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Table 1 

The total number and references of the scientific papers studied regarding automated text–, image–, audio–, video–, and other–based CAPTCHA solvers. 

Note that our focus is mainly given on text-based automated CAPTCHA solvers focusing on ML-related techniques. 

CAPTCHA 

Category 

Number of papers 

examined References 

Text-based 33 Ahmad et al. (2010, 2011) ; Bursztein et al. (2014a, 2011b) ; Chandavale et al. (2009) ; 

Chellapilla and Simard (2004) ; Chen et al. (2018) ; Cruz-Perez et al. (2012) ; Fiot and 

Paucher (2009) ; Gao et al. (2017, 2012, 2014, 2013) ; Dileep et al., 2017 ; Hindle et al. (2008) ; 

Huang et al. (2010) ; Hussain et al. (2016) ; Li et al. (2010) ; Mori and Malik (2003) ; 

Moy et al. (2004) ; Nachar et al. (2015) ; Rui et al. (2013) ; Sano et al. (2015) ; 

Shih-Yu et al. (2008) ; Stark et al. (2015) ; Starostenko et al. (2015) ; Tang et al. (2018, 2016) ; 

Yan and Ahmad (2007) ; Yan and El Ahmad (2008) ; Ye et al. (2018) ; Zhang and Wang (2010) ; 

Zi et al. (2020) 

Image-based 7 Chew and Tygar (2004) ; Elson et al. (2007) ; Golle (2008) ; Goswami et al. (2014) ; 

Hernández-Castro et al. (2009) ; Sivakorn et al. (2016) ; Zhu et al. (2010) 

Audio-based 8 Bock et al. (2017) ; Bursztein et al. (2011a) ; Bursztein and Bethard (2009) ; 

Darnstdt et al. (2014) ; Solanki et al. (2017) ; Soupionis et al. (2009) ; Tam et al. (2008a,b) 

Video-based 2 Shireesha and Gaikwad (2013) ; Xu et al. (2014) 

Other 2 Google (2019) ; Sivakorn et al. (2016) 
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.1. Contribution & main points 

Here is a list of the contributions and main points stemming

rom this paper. 

• Contribution 1. We review 51 papers for automated text-based

CAPTCHA breaking which show that Internet services cannot

effectively def end themselves against the advances in ML/AI.

Our study suggests that, in addition to pure visual-recognition

techniques, ML can be very effective in increasing: (a) accuracy ,

(b) speed , and (c) abstraction of solution. Especially, as far as

(c) is concerned, ML-based techniques are easier to be applied

in different classes of text-based CAPTCHA schemes. Further-

more, this paper makes a contribution by presenting a system-

atic classification of the related literature which is largely absent

in these overview papers. The overall classification scheme for

this research and the corresponding literature is presented in

Table 2 on page 4. It has to be noted, that this article surveys

the most critical related literature covering all related papers

published from 2003 to date. This gives us a strong indication

about the overall situation regarding text-based CAPTCHAs. 

• Contribution 2. We further focus on ML-related automated

text-based CAPTCHA solvers and compare all relevant papers

across different dimensions. Our results suggest that three ef-

fective approaches are based on Reinforcement Learning (RL),

Generative Adversarial Networks (GANs), and Recursive Cortical

Networks (RCNs). Our large-scale evaluation also indicates that

techniques not based on ANNs, neither are inspired by systems

neuroscience or HVS, are considered weak. 

• Conclusion 1. Our large-scale evaluation of the related litera-

ture clearly shows that the reassessment of CAPTCHAs and their

design fundamentals is considered critical. The scientific com-

munity should develop new methods and techniques that will

be challenging for automated solvers, but at the same time pain-

less for legitimate users, so that the healthy operation of current

Internet services is ensured. 

• Conclusion 2. Our study suggests that automated text-based

CAPTCHA solving is an attractive target for ML. Therefore, we

build our own classifiers based solely on ML techniques. Sur-

prisingly, the results are not supportive, highlighting that a sin-

gle type ML-only approach is likely not enough . 

• Conclusion 3. The most effective design security features stem-

ming from an extensive analysis of the related literature are

summarized. The different site operators that still deploy text-

based CAPTCHAs as their main human or bot authentication

mechanism should carefully consider these security features for
further enhancing their systems’ security. a  
.2. Paper organization 

The rest of this paper is organized as follows. The core au-

omated text-based CAPTCHA breaking aspects are discussed in

ection 2 . In Section 3 , we discuss the state-of-the-art pre-

rocessing techniques that take place in automated text-based

APTCHA breaking emphasizing on DL-based pre-processing tech-

iques and methods. In Section 4 , we stress the role of advances

n ML for CAPTCHA breaking and, in Section 5 , we argue that the

se of ML algorithms on directly recognizing the text contained in

 CAPTCHA is unlikely to be enough for successful attacks. Later

n, in Section 6 , we discuss some generic design principles stem-

ing from this paper, that can contribute to the design and imple-

entation of more robust text-based CAPTCHA schemes. We dis-

uss our future research directions in Section 7 and we conclude

n Section 8 . 

. CAPTCHA breaking core aspects 

Text-based CAPTCHAs are the most widely used ones ( Ye et al.,

018 ), however, several different schemes exist. We therefore

roup the different automated CAPTCHA solvers using five (5)

ain categories (shown in Table 1 ): (a) Text-based CAPTCHAs,

b) Image-based CAPTCHAs, (c) Audio-based CAPTCHAs, (d) Video-

ased CAPTCHAs, and (e) Other. The Other category refers to

APTCHA schemes that minimize (e.g., reCAPTCHA) or totally omit

e.g., invisible reCAPTCHA) the user input. Having this specific

rouping in place, we proceed and discuss how CAPTCHAs are

utomatically solved ( Section 2.1 ), the role of ML in the process

 Section 2.2 ), and alternatives to automatic solving through human

nvolvement ( Section 2.3 ). 

.1. Automated text-based CAPTCHA breaking 

The process of breaking text-based CAPTCHAs can be divided

nto a number of phases/stages. The most common are: (a) pre-

rocessing , (b) segmentation , and (c) recognition . Furthermore, all

eployed methodologies can be classified into one of the two cate-

ories, namely: (a) methods based on segmentation, and (b) holis-

ic approaches that do not employ segmentation. We now discuss

he rationale behind this classification. 

Chellapilla and Simard (2004) were the first to propose an au-

omated attack on text-based CAPTCHA schemes by leveraging ML.

onetheless, the segment (i.e., isolating characters contained in the

APTCHA) and then recognize the characters approach was not

ew. Plamondon and Srihari (20 0 0) presented a survey of holistic-

nd segmentation-based approaches for handwriting recognition in
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Table 2 

Comparative evaluation and classification of the related literature. The related literature is divided into two main categories namely: (a) Non ML-related , and (b) ML-related 

techniques, also sorted in ascending order based on the publication year. Columns represent different techniques and phases that the studied methodologies may be based 

on ( ✔ ) or not ( –). The symbol | denotes that the specified methodology deploys two kinds of techniques for automated text-based CAPTCHA breaking. The following encoding 

holds for the table shown below: SP = Supervised Learning , ANNs = Artificial Neural Networks , CV = Computer Vision , OR = Object Recognition , IP = Image Processing , KNN 

= K-Nearnest Neighbors , UL = Unsupervised Learning , RCN = Recursive Cortical Network , OCR = Optical Character Recognition , LSTM-RNN = Long-Short Term Memory Recurrent 

Neural Network , SVM = Support Vector Machine , HMM = Hidden Markov Model , MLP = Multi-Layer Perceptron , CNNs = Convolutional Neural Networks , LGF = Log-Gabor Filters , 

AI = Artificial Intelligence, and NA = Not Applicable . 

Segmentation Phase Recognition Phase 

Category 

Pre- 

processing 

Dictionary- 

Based 

Segmentation- 

Based 

Segmentation 

Method 

Recognition 

Method 

ML-Based 

Recognition Method Year Reference 

Non ML-related 

– ✔ – – CV/OR NA 2003 Mori and 

Malik (2003) 

✔ ✔ – – CV/OR 2004 Moy et al. (2004) 

✔ ✔ | – ✔ CV IP/PR 2007 Yan and 

Ahmad (2007) 

✔ – ✔ CV – 2008 Yan and 

El Ahmad (2008) 

✔ – ✔ IP – 2008 Shih-Yu et al. (2008) 

✔ – ✔ IP | Heuristics – 2010 Ahmad et al. (2010) 

✔ – ✔ IP – 2010 Huang et al. (2010) 

✔ – ✔ IP | Heuristics IP/Heuristics 2009 

Chandavale et al. (2009) 

✔ ✔ | – ✔ PR/Heuristics CV/OCR 2011 Ahmad et al. (2011) 

✔ – ✔ IP/PR CV/OCR 2012 Gao et al. (2012) 

✔ – ✔ IP/PR CV/OCR 2014 Gao et al. (2014) 

✔ – ✔ IP/PR & 

Heuristics 

AI/Fuzzy Logic 2015 Nachar et al. (2015) 

✔ – ✔ PR/HMM PR/HMM 2015 Sano et al. (2015) 

ML-related 

✔ ✔ | – ✔ IP/PR ML/SL/ANNs CNNs 2005 Chellapilla and 

Simard (2004) 

✔ – ✔ CV | 
ML/UL/K-Means 

IP | ML/SL KNN 2008 Hindle et al. (2008) 

✔ – ✔ IP | Heuristics ML/SL SVMs & Active 

Learning 

2009 Fiot and 

Paucher (2009) 

✔ – ✔ ML/UL/K-Means IP/PR – 2010 Li et al. (2010) 

✔ – ✔ IP ML/SL KNN 2010 Zhang and 

Wang (2010) 

✔ ✔ | – ✔ IP ML/SL KNN | SVMs 2011 

Bursztein et al. (2011b) 

✔ – ✔ IP | Heuristics ML/SL SVMs 2012 Cruz- 

Perez et al. (2012) 

✔ – ✔ IP | Heuristics ML/SL/ANNs CNN 2013 Gao et al. (2013) 

✔ – – – ML/SL/ANNs LSTM-RNN 2013 Rui et al. (2013) 

– – ✔ CV | IP/Heuristics ML/SL KNN 2014 

Bursztein et al. (2014a) 

✔ – ✔ CV | IP ML/SL SVMs 2014 

Starostenko et al. (2015) 

✔ – – – ML/SL/ANNs CNN & Active 

Learning 

2015 Stark et al. (2015) 

✔ – – – ML/SL/ANNs MLP 2016 Hussain et al. (2016) 

✔ – – – LGF & ML/SL KNN 2016 Tang et al. (2016) 

– – ✔ ML/SL/RCN ML/SL RCN 2017 Dileep et al., 2017 

✔ – ✔ CV | IP ML/SL/ANNs CNN 2017 Gao et al. (2017) 

✔ – – – ML/SL/ANNs CNN & Active 

Learning 

2018 Ye et al. (2018) 

✔ – ✔ ML/SL/CNN ML/SL/ANNs CNN 2018 Tang et al. (2018) 

✔ – ✔ IP | ML/SL/KNN ML/SL/ANNs CNN 2018 Chen et al. (2018) 

– – – – ML/SL/ANNs CNN & LSTM 2019 Zi et al. (2020) 
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early 20 0 0s giving an in-depth explanation of the most common

phases along with a brief definition for each one of them. Observ-

ing Plamondon and Srihari’s paper ( Plamondon and Srihari, 20 0 0 ),

the segmentation process is described as breaking a given input

into meaningful units which in our case is breaking a text-based

CAPTCHA into a set of individual characters. Furthermore, the defi-

nition given in Plamondon and Srihari’s paper ( Plamondon and Sri-

hari, 20 0 0 ) for the recognition phase is described as the task of

transforming a language represented in its spatial form of graphical

marks into its symbolic representation . 

Moreover, as Bursztein et al. (2011b) suggest, the choice of

classifier does not matter greatly because most of the work is
one before recognition. Thus, the main concern for the recog-

ition phase is to be as stable and as fast as possible. Based on

his statement and the insights gathered during our evaluation, we

ivide the automated text-based CAPTCHA solvers in two major

ategories, namely segmentation- and non-segmentation based . The

rst one tries to segment the text-based CAPTCHA into a set of

ndividual characters before executing the recognition phase. The

econd one predicts the text contained in a text-based CAPTCHA

cheme, holistically, without relying on specific heuristics or

attern-recognition algorithms for individual character detection.

ore details regarding these two major approaches are given in

ection 4 . 
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2 In this paper, the term de-noise means removing all kind of noise and interfer- 

ence contained in a text-based CAPTCHA image representation. 
.2. Applying ML on CAPTCHA breaking 

According to Ahn et al., 2003 , breaking CAPTCHAs is a diffi-

ult problem in the field of AI and ML. This is mainly because

mproved CAPTCHA schemes cause segmentation-based breaking

echniques to fail on detecting the individual characters contained

n an image. However, humans are still able to solve improved

APTCHA schemes relatively easily. As a result, the scientific com-

unity supports that ML-based techniques are attractive for auto-

atically solving text-based CAPTCHAs. 

For example, as mentioned in Ye et al. (2018) , the proposed

L-based technique outperforms four state-of-the-art text-based 

APTCHA solvers by not only delivering a significantly higher accuracy

n all testing schemes, but also successfully attacking schemes where

thers have zero chance . The proposed ML-based technique used in

e et al. (2018) , namely Convolutional Neural Network (CNN), has

ecome the state-of-the-art ANN-based technique for solving com-

lex image and object recognition related problems. CNNs are a

lass of deep, feedforward ANNs that have successfully been ap-

lied to analysing visual imagery ( Dionysiou et al., 2018 ). CNNs

ere inspired by the HVS, where individual cortical neurons re-

pond to stimuli, only in a restricted region of the visual field,

nown as the receptive field. CNNs have been exclusively designed

o face feature extraction as well as immense complexity sequence

nd pattern recognition problems ( Dionysiou et al., 2018; Simonyan

nd Zisserman, 2014; Srinivas et al., 2016 ). 

In order to understand the usefulness of ML in solving

ext-based CAPTCHAs, we have reviewed 51 related papers.

able 2 shows the major characteristics and attributes of each pa-

er studied. Each methodology is initially classified as ML- or Non

L-related . Each column in Table 2 represents a phase or a tech-

ique used by the specified methodologies. Each cell contains the

 symbol if the corresponding automated CAPTCHA solver adopts

hat phase/technique or the – symbol otherwise. In case the pro-

osed methodology deploys a segmentation or a recognition tech-

ique, the exact specific algorithm used, as well as the field/sub-

eld that belongs to, is given. Note that the attack success rates

or each methodology are not given as all the examined techniques

anage to break the 1% barrier for a text-based CAPTCHA scheme

o be considered ineffective ( Bursztein et al., 2011b ). 

.3. Software-based vs human-based CAPTCHA solvers 

Motoyama et al. are the first and only, to the best of our knowl-

dge, to study the various CAPTCHA solving services in an eco-

omic context ( Motoyama et al., 2010 ). They mention that as a ro-

ust CAPTCHA solving ecosystem has emerged, reselling both auto-

ated solving technology and real-time human labor for bypassing

hese protections should be evaluated in purely economic terms.

n particular, evaluating the market price of a solution versus the

onetizable value of the asset being protected. Nonetheless, their

ocus is mainly given in human labor-based solvers analyzing the

ehavior and dynamics of human-based CAPTCHA-solving service

roviders, their price performance, and the underlying labor mar-

ets driving this economy. They mention that the cost of such

APTCHA-solving services is as low as $1 per 1,0 0 0 CAPTCHAs and

hey state that this cost will continue to dramatically decline. 

Another major advantage of human-based solvers, compared to

utomated solving tools, is the adaptability issue. Humans can eas-

ly adapt, with minimum or no training experience, on different

APTCHA schemes. In their study, Motoyama et al. (2010) have

oncluded that a specific solving service, namely ImageToText ,

isplayed a remarkable adaptability when solving the Asirra

APTCHA. In fact, the service was successful on average 39.9% of

he time, which was a high percentage back then. However, auto-

ated solvers have $0 cost, can be general applicable, if correctly
esigned, and nowadays they demonstrate extremely high accu-

acy rates on difficult CAPTCHA schemes. Motoyama et al. paper’s

ain purpose though is to demonstrate that CAPTCHAs should be

iewed, not only as a technological impediment, but also as an

conomic impediment to an attacker; a fact, that is now widely ac-

epted by the scientific community. For the rest of the paper, we

ocus only on automated CAPTCHA solving using algorithms and

ot human labor. 

. Pre-processing methods 

Most, if not all, automated CAPTCHA solvers require some im-

ge pre-processing. This phase is usually performed before seg-

entation (if segmentation phase exists) and recognition. For most

f the existing ML-based CAPTCHA solvers this phase is critical.

re-processing highlights the information related to the characters

n the image and weakens or eliminates any interfering informa-

ion ( Bursztein et al., 2011; Dileep et al., 2017; Ye et al., 2018 ).

n general, the different pre-processing techniques aim to reformat

he CAPTCHA’s image representation in a simpler form. This form

an be effectively analysed at a later segmentation or recognition

tage. The pre-processing phase is optional and in current state-

f-the-art methods includes mainly image binarization, image thin-

ing , and denoising ( Bursztein et al., 2011; Dileep et al., 2017; Ye

t al., 2018 ). Additionally, the pre-processing phase may be based

n Deep Learning (DL). In this section, we review and briefly ex-

lain each of the aforementioned pre-processing techniques. 

.1. Image binarization 

Image binarization is the process of converting a digital image

o a binary one. A binary image has only two possible values for

ach pixel (i.e., black or white). It has been experimentally shown

hat image recognition techniques work better and faster on binary

eatures so binarizing the CAPTCHAs in black and white is recom-

ended in most of the times ( Bursztein et al., 2011b ). 

.2. Image thinning 

Image thinning, also known as skeletonization, highlights char-

cters’ contour without affecting their adhesion. It is a mor-

hological operation that deletes black foreground pixels itera-

ively layer by layer until one-pixel width skeleton is obtained

 Abhishek, 2017 ). There are different types of thinning algorithms,

ome of them including: (a) sequential, (b) parallel, and (c) non-

terative ( Lam et al., 1992 ). This technique is effectively used to

implify any subsequent processing. However, as mentioned in

bhishek (2017) , no thinning algorithm that fulfils the basic set of

equirements exists yet. 

.3. Image noise removal 

Most text-based CAPTCHA schemes use noise and interference

ines in order to resist automated breaking. This distortion (noise,

nterference lines, etc.), if not removed, prevents the recognition

echnique used from achieving higher success rates. As a result,

ost of the state-of-the-art ML-based CAPTCHA breaking method-

logies try to de-noise 2 the image representation before issuing the

ecognition phase. The most common de-noising methods are: (a)

lter-based in the spatial domain method, (b) Gibbs and Hough
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3 In this paper we use the term anti-segmentation security features to describe 

image/text manipulations that aim at preventing the solver from splitting the 

CAPTCHA into individual characters. 
transform-based method ( Lutton et al., 1994 ), (c) morphology-

based method, (d) connected component-based method, and (e)

wavelet transform-based method. Nonetheless, each de-noising

technique should be carefully deployed considering the type of dis-

tortion included in a CAPTCHA scheme. It has been shown experi-

mentally that removing the distortion from a CAPTCHA image be-

fore issuing the recognition phase leads to higher success rates,

rather than directly issuing the recognition phase on the distorted

image ( Ye et al., 2018 ). 

3.4. Deep learning 

Many proposed ML-based techniques successfully break spe-

cific text-based CAPTCHA schemes ( Bursztein et al., 2011, 2014;

Dileep et al., 2017; Stark et al., 2015; Ye et al., 2018 ). These at-

tacks have led the scientific community to the development of

more robust text-based CAPTCHAs that include advanced security

features, like occluding lines and distorted hollow fonts. These im-

proved schemes cause past techniques that are heavily based on

pre-processing ( Gao et al., 2013; Yan and El Ahmad, 2008 ) to fail.

The state-of-the-art, in terms of attack success rates, automated

text-based CAPTCHA solvers use DL for pre-processing (i.e., remov-

ing noise, occluding lines from the background, filling hollow parts

of characters, and widening and standardizing the gap between

two characters). 

For example, the DL-based Pix2Pix image-to-image translation

framework ( Isola et al., 2017 ) has been used in Ye et al. (2018) .

The Pix2Pix framework transforms an image from one style to

another. In Ye et al. (2018) ’s case, the images to be transformed

are the distorted CAPTCHA images (i.e., images with security fea-

tures applied). As mentioned in Ye et al. (2018) , the pre-processing

model deployed is a Generative Adversarial Network (GAN) and

consists of a generator and a discriminator. GANs were proposed

by Goodfellow et al. (2014) in 2014 for estimating generative mod-

els via an adversarial process. According to Ye et al. (2018) , their

goal was to train a generator on removing the security features

and standardizing the font style. In contrast, the discriminator tries

to distinguish the pre-processed from the clean CAPTCHAs that

are produced by their CAPTCHA synthesizer, which is also based

on GANs. This deployed pre-processing GAN becomes better and

better on removing security features, as training time passes. De-

ploying the fully trained GAN on distorted images leads to clean

CAPTCHAs. Furthermore, the discriminator is trained on recogniz-

ing even the smallest, in terms of impact, security features of the

text-based CAPTCHAs given. This adversarial process of fine clean-

ing the distorted CAPTCHA images using GANs terminates when

the discriminator fails to identify more than 5% of the generated

CAPTCHAs from the clean counterparts. In other words, GAN-based

pre-processing techniques are able to remove all the distortion,

noise, and interference from the CAPTCHA images in 95% of all

cases. 

For the time being, the DL-based pre-processing methods are

considered to be the strongest and most effective pre-processing

techniques as they manage to filter out almost all the distor-

tion from text-based CAPTCHA images. Referring to GANs, Face-

books AI research director Yann LeCun called adversarial training

the most interesting idea in the last 10 years in ML ( Avyuct and

Avyuct, 2019 ). GANs seem to be a great step in deploying DL tech-

niques as they essentially ease the use of DL-based approaches

by: (a) effectively updating the weights of the ANN-based gener-

ator based on the recognition ability of another ANN-based dis-

criminator , and (b) constructing a large dataset (needed for train-

ing DL-based techniques) from synthetic, but similar to real ones,

CAPTCHAs. Nonetheless, for GAN-based techniques to be deployed,

a small amount of real-world training examples, in our case real

text-based CAPTCHAs, is required ( Ye et al., 2018 ). 
. ML-based CAPTCHA solvers 

CAPTCHA solvers can be augmented with ML techniques for in-

reasing effectiveness and efficiency ( Bursztein et al., 2011, 2014;

ileep et al., 2017; Gao et al., 2017; Stark et al., 2015; Ye et al.,

018 ). Additionally to ML, a particular solver may incorporate seg-

entation techniques for making character recognition easier and

chieving higher success rates. 

A generic sequential approach, based on segmentation

 Bursztein et al., 2011b; Chellapilla and Simard, 2004; Gao et al.,

017 ) and used by many state-of-the-art automated text-based

APTCHA solvers, is the three-stage approach. In particular, this

ethod firstly pre-processes the CAPTCHA to make it easier to

nalyse, secondly, a segmentation phase takes place, where the

olver tries to segment the CAPTCHA into chunks that contain

xactly one character, and thirdly, the recognition phase kicks

n, where a classifier, based on ML, is used to recognize which

haracter is contained in each chunk. For such segmentation-based

pproaches it has become well established that a CAPTCHA’s

bility to withstand automated solving lies in the difficulty of

egmenting the image into individual characters, rather than

ecognizing the characters themselves ( Bursztein et al., 2014a )

individual character recognition can be solved with high success

ates such as 99.1% precision LeCun et al., 1995b ). 

Several ML-based solvers are not based on segmenta-

ion ( Bursztein et al., 2014; Dileep et al., 2017; Ye et al., 2018 ).

uch techniques aim at directly predicting the text contained

n a given CAPTCHA, sometimes after issuing some CAPTCHA

re-processing techniques. Omitting segmentation is much more

ttractive for developing ML-based CAPTCHA solvers as in many

ases the use of specific security features (e.g., collapsing or lines

rossing upon characters) hardens the development of algorithms

or reliably segmenting specific CAPTCHA schemes. Thus, ML-based

olvers simplifying the CAPTCHA breaking process by limiting the

umber of stages required are preferred ( Bursztein et al., 2014;

ileep et al., 2017; Ye et al., 2018 ). 

We now thoroughly discuss the two major approaches for de-

eloping ML-based automated CAPTCHA solvers while also explain-

ng the reason why the text-based CAPTCHA breaking problem is

n attractive target for ML technologies. 

.1. Segmentation-based approach 

Trying to break a CAPTCHA using segmentation techniques (i.e.,

plitting the CAPTCHA image into segments that contain individ-

al characters) can only be effective on non-adherent CAPTCHAs as

n this case individual characters are obtained using vertical pro-

ection and connected component with good effect. In particular,

he success rates achieved for non-adherent character CAPTCHAs

ange from 57% to 100% ( Mori and Malik, 2003; Moy et al., 2004;

e et al., 2018 ). Nevertheless, in case of adherent characters, these

echniques have little success as they fail to detect the characters

ontained in a text-based CAPTCHA scheme, due to overlapping

haracters, lines drawn over all characters, background confusion,

tc. Deploying more and more sophisticated anti-segmentation se-

urity features 3 in CAPTCHA schemes makes the process of extract-

ng individual characters harder and harder. Until 2011, the success

ates of automated solvers for adherent characters CAPTCHAs were

enerally low, with only a few higher than 80% ( Bursztein et al.,

011b ). The failure of segmentation-based techniques on CAPTCHA

chemes containing adherent characters made the scientific com-

unity to realise that more sophisticated techniques and method-
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logies had to be deployed for effectively tackling this hard to be

eaten security feature. 

Early state-of-the-art CAPTCHA solvers were heavily based

n segmentation and used in most cases the aforementioned

hree-stage approach consisting of a pre-processing , a segmen-

ation , and a classification/recognition stage ( Bursztein et al.,

011b; Chellapilla and Simard, 2004; Gao et al., 2017 ). In 2011,

ursztein et al. (2011b) proposed Decaptcha. Decaptcha was a

eneric attack adopting an extended five-stage approach consist-

ng of: (a) pre-processing, (b) segmentation, (c) post-segmentation,

d) recognition, and (e) post-processing phases. During the seg-

entation phase, the authors involve various segmentation tech-

iques, the most common being the CFS (Color Filling Segmenta-

ion) ( Yan and El Ahmad, 2008 ). At post-segmentation phase, the

egments are processed individually to make recognition easier. At

ecognition phase, they use two relatively straight-forward ML al-

orithms for predicting each segment’s character. As far as the ML

lgorithms used are concerned the authors are explicit: the choice

f classifier does not matter greatly because many modern classifiers

erform strikingly well (i.e., they achieve 97% - 99.5% success rates)

n the MNIST dataset ( Bursztein et al., 2011b ). They also mention

hat for a CAPTCHA scheme to be considered insecure, automated

APTCHA solvers have to reach only 1% precision ( Bursztein et al.,

011b ). Finally, Bursztein et al.’s methodology, inspired from previ-

us works (i.e., Ahmad et al., 2011; Mori and Malik, 2003 ), includes

 post-processing phase. Post-processing techniques perform spe-

ific actions after issuing the recognition phase on the results re-

urned. For example, some CAPTCHA breaking techniques use a

ictionary to dismiss unlikely words ( Mori and Malik, 2003 ), an

pproach which is not considered to be very optimistic as it is

sually trivial for the defender to tune its text-based CAPTCHA

cheme for mitigating those attacks. Furthermore, Decaptcha uses

pell checking on the classifier’s output for a specific text-based

APTCHA scheme that uses dictionary words. 

However, Decaptcha ( Bursztein et al., 2011b ) failed to break the

eCAPTCHA 2011 scheme, whereas simpler attacks that are not

ased on ML can be successful ( Tang et al., 2016 ). Additionally,

he proposed attacks implemented by Decaptcha ( Bursztein et al.,

011b ) cannot break hollow CAPTCHAs, while non segmentation-

ased approaches can ( Gao et al., 2013 ). Non segmentation-based

echniques ( Bursztein et al., 2014a; Ye et al., 2018 ) achieve higher

uccess rates on all CAPTCHA schemes compared to Decaptcha.

ue to the failure of segmentation-based algorithms on reliably

egmenting the characters in a text-based CAPTCHA scheme, non

egmentation-based approaches have now become the state-of-

he-art for developing automated CAPTCHA solvers. 

.2. Non segmentation-based approach 

Non-segmentation based techniques rely on directly predict-

ng the text contained in a CAPTCHA scheme, sometimes after

ome CAPTCHA pre-processing. It is obvious that the success rates

or these methods rely on the recognition technique’s ability to

bserve the contents from a distorted CAPTCHA image. In 2003,

ori and Malik (2003) proposed some object recognition tech-

iques based on shape context matching for the CAPTCHA break-

ng problem. The following year, Moy et al. (2004) proposed two

istortion estimation techniques (again for object recognition) for

reaking two specific CAPTCHA schemes named EZ-Gimpy and

impy-r. However, back at that time, techniques based on seg-

entation have been shown to achieve higher success rates than

he state-of-the-art non-segmentation based techniques. Nowa-

ays, many techniques based on DL ( Isola et al., 2017; Pan and

ang, 2010 ) have been successfully applied to CAPTCHA breaking

 Bursztein et al., 2014; Dileep et al., 2017; Stark et al., 2015; Yan

nd El Ahmad, 2008; Ye et al., 2018 ), after facing the two major
ifficulties that prevented the scientific community from deploying

uch techniques: (a) the hardware performance limitations, and (b)

he lack of large datasets required for training DL-based classifiers.

Modern CAPTCHAs employ several anti-segmentation security 

eatures forcing the segmentation of the CAPTCHA image to in-

ividual image-characters to fail. Amongst the many different DL-

ased methodologies that have been proposed for automated text-

ased CAPTCHA solving, most of them utilize CNNs in an at-

empt to, not only recognize the text contained in a CAPTCHA

cheme ( Bursztein et al., 2014; Dileep et al., 2017; Stark et al.,

015; Ye et al., 2018 ), but also for filtering out the noise con-

ained in the puzzle ( Ye et al., 2018 ). In Sections 4.2.1, 4.2.2 and

.2.3 we discuss in detail the three state-of-the-art , in terms of

ffectiveness, efficiency and generality, approaches for text-based

APTCHA breaking, that follow the non-segmentation based ap-

roach ( Bursztein et al., 2014; Dileep et al., 2017; Ye et al., 2018 ).

he examination of each paper will be done in ascending order

ased on the publication date. As we show in our evaluation, the

odels become more and more biologically realistic as they try to

mplement CAPTCHA breaking techniques heavily based on and in-

pired from HVS ( Thorpe et al., 1996 ). As the HVS is the ultimate

olution on trying to solve visual recognition problems, the scien-

ific community is trying to develop recognition algorithms imi-

ating basic structural parts of HVS ( Dileep et al., 2017 ). For ex-

mple, the probabilistic generative model for vision proposed in

ileep et al., 2017 ’s paper (namely RCN) is heavily inspired by sys-

ems neuroscience and demonstrates excellent generalization, uti-

izing DL-based techniques for handling recognition, segmentation

nd reasoning in a unified way. 

We choose to give greater focus on the following three text-

ased CAPTCHA solvers as they seem to have great performance

chieving surprisingly high success rates on difficult text-based

APTCHA schemes (i.e., CAPTCHA schemes deploying state-of-the-

rt security features) as well as being generic enough at the same

ime (i.e., achieving high success rates on radically different text-

ase CAPTCHA schemes). 

.2.1. Bursztein et al.’s reinforcement-based approach 

Bursztein et al. (2014a) paper’s title is The End is Nigh: Generic

olving of Text-based CAPTCHAs . The authors are directly stating

hat the life of text-based CAPTCHAs is coming to an end. This

tatement is due to the fact that their automated CAPTCHA solver

as well as many other techniques ( Bursztein et al., 2011; Dileep

t al., 2017; Moy et al., 2004; Ye et al., 2018 )) based on Rein-

orcement Learning (RL) achieves success rates ≥ 1% (thresh-

ld for which a CAPTCHA scheme is considered to be ineffective

 Bursztein et al., 2011b )). Nevertheless, Bursztein et al.’s proposed

echnique achieved recognition accuracy results ranged from 3.67%

o 55.22% on specific text-based CAPTCHA schemes, which are con-

idered to be extremely high for such security oriented technolo-

ies. RL ( Kaelbling et al., 1996 ) is considered one of the core three

L paradigms, alongside supervised and unsupervised learning. In

L, an agent with initially no-knowledge acts in a specified envi-

onment and receives a reward or penalty for every action per-

ormed in each step. In this way, after a certain amount of epochs

he agent acts in a certain way to maximize some notion of cumu-

ative reward (short-term or long-term). In each step, the agent has

 dilemma to solve which involves: (a) exploring the environment,

r (b) exploitation of its current knowledge taking an action that

as high expected reward ( Kaelbling et al., 1996 ). 

Bursztein et al. (2014a) introduce a novel method of solving

ext-based CAPTCHAs in a single step, that uses ML to attack

he segmentation and the recognition problems simultaneously

 Bursztein et al., 2014a ). They clearly mention that when segmen-

ation and recognition techniques are jointly performed allows for

mproved information and context exploitation that couldn’t be
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done if those phases were issued sequentially. Their technique re-

moves any hand-crafted components generalizing their approach

to new text-based CAPTCHA schemes. Their algorithm’s main idea

is to deploy ML to assign a score to all possible ways to segment

a text-based CAPTCHA and finally select the segmentation giving

the highest score. Their algorithm is composed of four components

namely: (a) cut-point detector; finds all the potential ways to seg-

ment a CAPTCHA, (b) slicer; extracts the segments and combin-

ing them into a graph, (c) scorer; assigns a recognition confidence

score to each segment, and (d) arbiter; processes the scores to de-

termine what are the most likely characters contained. As their

algorithm produces a huge number of segments, which most of

them are garbage, they use RL to ask humans to annotate segments

that have been misclassified and then their algorithm learns from

the feedback. Using this methodology they managed to break many

prominent real-world text-based CAPTCHA schemes (e.g., Baidu

2011 and 2013, CNN, eBay, etc.) that make use of both negative

kerning and occluding lines, without tuning or making any modifi-

cation to the algorithm. They conclude their article underlying that

combining segmentation and recognition is the next evolution of

text-based CAPTCHA solving while also suggesting that significant

effort may be needed to rethink the way we perform the reverse

Turing tests. 

4.2.2. Ye et al.’s holistic GANs-based approach 

Ye et al.’s paper, starts by saying that despite the several at-

tacks proposed, text-based CAPTCHAs are still being widely used

as a security mechanism ( Ye et al., 2018 ). One of the main rea-

sons that text-based CAPTCHAs are still widely deployed by site

operators is that prior automated attacks are scheme-specific and

require a labor-intensive and time-consuming process to construct.

In this way, prior attacks achieve zero success when site opera-

tors tweak their text-based CAPTCHAs design. As a result, the au-

thors proposed a generic, yet effective, text-based CAPTCHA solver

based on GANs ( Goodfellow et al., 2014; Ye et al., 2018 ). GANs

are composed of two ANNs, namely generator and discriminator .

The generator ANN generates new data instances, whereas the dis-

criminator ANN evaluates them for authenticity (i.e., the discrim-

inator decides whether each instance of data belongs to the ac-

tual training dataset or not). GANs belong to the set of genera-

tive models which means that they are able to produce/generate

new/synthetic samples that are very similar to real ones. Thus, the

need for a large volume of training data is also eliminated as they

again deploy GANs to construct similar to real-world text-based

CAPTCHA training samples. After creating their large synthetic cor-

pus, and before presenting a CAPTCHA image to a solver, they de-

ploy and train a GAN-based pre-processing model (called Pix2Pix

( Isola et al., 2017 )) to erase the text-based CAPTCHAs’ security fea-

tures. After that, they train their base solver (i.e., a CNN) using

their synthetic corpus created by their GAN-based CAPTCHA syn-

thesizer. More specifically, their CNN-based solver takes in a pre-

processed text-based CAPTCHA image and outputs the correspond-

ing characters. 

Finally, they apply transfer learning to refine the CNN-based

solver using a small set of manually labeled text-based CAPTCHAs.

As one can easily notice, Ye et al. employ an holistic all-ML-

based methodology using GANs for CAPTCHA synthesis and pre-

processing as well as a CNN for recognizing the text contained in

a preprocessed text-based CAPTCHA (i.e., clean CAPTCHA – with-

out any security features). Their approach seems to have an ad-

vantage over the other computer vision- and ML-related CAPTCHA

breaking techniques as it requires significantly fewer real-world

CAPTCHA samples to construct and train their automated solver.

Furthermore, their method requires minimum human involvement

when targeting a new CAPTCHA scheme as their attack can be eas-

ily adjusted, demonstrating in this way their attack’s general appli-
ability. As they clearly state, applying advanced security features

n CAPTCHA schemes only make it difficult for legitimate users,

ailing to stop automated programs. Furthermore, their holistic DL-

ased technique succeeds to solve all 33 tested CAPTCHA schemes,

ncluding 11 schemes that are currently being used by 32 of the

op-50 popular websites including Microsoft, Wikipedia, eBay and

oogle. Finally, such holistic ML-based approaches seem to be the

ost powerful solutions for the automated text-based CAPTCHA

reaking problem demonstrating general applicability and high ef-

ciency. For example, Ye et al.’s ( Ye et al., 2018 ) method can solve a

ext-based CAPTCHA scheme within 0.05 seconds using a desktop

PU. 

.2.3. Dileep et al.’s RCN-based approach 

Dileep et al., 2017 propose a model that is heavily inspired

y human visual intelligence and systems neuroscience. As men-

ioned in their paper, they introduce a probabilistic generative model

or vision in which message-passing based inference handles recog-

ition, segmentation and reasoning in a unified way . In this way,

heir model has the ability to learn from few examples and gen-

ralize to dramatically different situations. Their proposed hier-

rchical model, called Recursive Cortical Network (RCN), funda-

entally breaks the defence of the modern text-based CAPTCHA

chemes, without integrating any CAPTCHA-specific heuristics in

heir model’s methodology. Their approach mainly tries to mimic

VS’s behavior to avoid the limitations of the DL-based techniques

hat require millions of labelled examples to be trained on, and

omputer vision algorithms that usually make use of hand-crafted

tyle-specific heuristics to segment out the characters contained

n a text-based CAPTCHA scheme. For these reasons, their model

s able to generalize beyond the training distribution to new text-

ased CAPTCHA schemes without explicit training (i.e., as humans

o). 

In RCN, objects are modelled as a combination of contours and

urfaces. Contours appear at the boundaries of surfaces; surfaces

eing modelled using a Conditional Random Field (CRF). This fac-

ored representation of contours (shape) and surfaces (appearance)

llows their model to recognise objects with dramatically different

hapes and styles without being trained exhaustively on every pos-

ible object. In contrast with Dileep et al.’s RCNs, a state-of-the-art

NN ( Goodfellow et al., 2013 ) used for multi-digit number recog-

ition from street view imagery required a way too larger (50,0 0 0-

old larger) training set of actual CAPTCHA images while also being

ess robust to any adjustments on the input (e.g., string lengths not

resent during training, and/or minor perturbations to the spacing

f characters). The authors clearly state that the incorporation of

CN’s inductive biases from systems neuroscience (i.e., RCN’s ob-

ect and part-based compositionality) into neural network models

s well as combining RCN with Bayesian Program Learning (BPL)

 Lake et al., 2015 ) seem to be interesting research directions that

an lead to robust and generalizable ML models with high data

fficiency. Finally, the authors conclude their article stressing the

act that site operators should deploy more robust mechanisms for

locking automated bot attacks. This approach tries to incorporate

VS’s capabilities on a probabilistic model to create in this way

n effective and efficient object recognition model. Moreover, their

echnique does not adopt the serial segment-then-recognize tac-

ic but instead it tackles segmentation and recognition in a unified

ay. The authors, throughout their paper try to pass the message

hat the path to the ultimate solution in such problems lies in the

ntegration of mammalian optical cortex mechanisms to any pro-

osed model. Thus they inspire the research on improved models

f cortical circuits ( Dileep and Hawkins, 2009; Litvak and Ullman,

009 ) and techniques that combine the power of ANNs and struc-

ured probabilistic models toward general AI systems ( Dileep et al.,

017 ). 
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. Solving CAPTCHAs using ML only 

All of the techniques discussed in this paper make use of some

ind of pre-processing, segmentation, post-segmentation and even

ost-recognition techniques for successfully breaking CAPTCHAs. 

his fact made us rethink the strength of using solely ML tech-

iques in directly predicting the text contained in a given text-

ased CAPTCHA. Tang et al. (2018) suggested a CNN-based attack

hich however differs from our approach as they use two differ-

nt CNNs, one for predicting the number of characters contained

n a sample having the limitation of bounded length prediction

e.g., 5-7 characters prediction range), and one for recognizing the

ctual character contained in a single character frame after seg-

enting the CAPTCHA sample into C equally distributed segments

where C is the number of characters contained in a sample as esti-

ated by the CNN). Moreover, they apply different pre-processing

echniques for increasing the two CNNs’ prediction success rates.

i et al. (2020) have managed to achieve high attack success rates

sing an end-to-end ML-only (i.e., no pre-processing, no segmen-

ation) methodology, which is however, a hybrid ML model con-

isting of a combination of CNNs and LSTMs. Also, it has already

een reported that such hybrid models demonstrate excellent per-

ormance on the most difficult text-based CAPTCHA schemes (not

ested in Zi et al., 2020 ) ( Bursztein et al., 2014; Dileep et al., 2017;

e et al., 2018 ). 

In our case, we are concerned about the application of a sin-

le type of ML model (i.e., one type of ML algorithm) for di-

ectly attacking the most difficult text-based CAPTCHAs. By per-

orming such an experiment we can evaluate the robustness, gener-

lity and autonomy of ML methodologies on solving hard AI prob-

ems, such as the automated text-based CAPTCHA breaking prob-

em ( Ahn et al., 2003 ). As a result, we have selected two ML al-

orithms that are the most popular choices based on all the ar-

icles studied: (a) CNNs (ANNs-based) and (b) SVMs. Our choice

as also based on the fact that CNNs constrain their architecture’s

esign specifically for image recognition and immense complexity

roblems ( Dionysiou et al., 2018 ), whereas SVMs require minimum

L-related knowledge as well as minimum parameter tuning and

an be easily trained on solving a wide-range of problems while

lso achieving high-enough accuracy rates. All the aforementioned

easons make CNNs and SVMs attractive to potential attackers. 

.1. Convolutional neural networks (CNNs) 

CNNs are biologically-inspired variants of Multi-Layer Percep-

rons (MLPs). CNNs is a class of deep, feedforward ANNs, inspired

y the HVS ( LeCun and Bengio, 1998 ), that have successfully been

pplied to analysing visual imagery ( Krizhevsky et al., 2012; Rawat

nd Wang, 2017 ), and explicitly designed for complex feature ex-

raction from two dimensional (2D) and three dimensional (3D) in-

ut volumes ( Dionysiou et al., 2018 ). The CNN architecture consists

f an input layer (inactive), multiple hidden layers and an output

ayer. The hidden layers of a CNN typically consist of convolutional

ayers, pooling layers and fully connected layers. CNNs take advan-

age of the fact that the input would be like an image so they con-

train their architecture in a more sensible way. It is worth not-

ng that every layer of a CNN transforms one volume of activations

o another through a differential function. In this paper, we utilize

NNs in order to evaluate the robustness of the current state-of-

he-art text-based CAPTCHA schemes (i.e., schemes that deploy ef-

ective security features) to single type ML-only attacks where the

nly task of a potential adversary is to deploy an off-the-shelf CNN

rchitecture for directly predicting the characters contained in a

pecific text-based CAPTCHA scheme. 
.2. Support vector machines (SVMs) 

On the other hand, SVM is an ML-based statistical model that

ries to non-linearly map input vectors to a higher dimensional

eature space using a specific kernel function so that a linearly

nseparable problem in the input space becomes linearly separa-

le in the new feature space (i.e., a linear decision surface can

e constructed) ( Vapnik, 1999 ). CNNs are considered to be a more

owerful solution, in terms of complex feature extraction and clas-

ification capabilities, than SVMs. Nevertheless, some major ad-

antages of SVMs are: (a) high generalization ability ( Meyer and

ien, 2001 ), (b) robust performance with respect to sparse and

oisy data ( Haussler et al., 20 0 0 ), and (c) small number of param-

ters to be tuned (in contrast to CNNs where parameter tuning is

 painful task). 

.3. Motivation 

Our main goal of directly applying CNNs and SVMs for

APTCHA text recognition is to evaluate whether or not the other

ommon phases used, in CAPTCHA breaking process, are essential

s well as to measure the performance of single type ML models.

chieving high success rates using a single type of ML model es-

entially denotes serious security implications for online systems

hat still deploy text-based CAPTCHAs as their main user authen-

ication mechanism. This is because the high attack success rates

chieved in combination with the simplicity of the ML model used,

nd thus the minimum solving time needed for a given CAPTCHA

ample, annihilate the security of current text-based CAPTCHA

chemes. 

.4. Hyper-parameters optimization 

As the tuning of the CNN’s hyper-parameters is a very challeng-

ng task as well as considering our experiments’ main purpose, we

hoose to deploy an improved/enhanced version of the well-known

eNet-5 architecture proposed by LeCun et al. in 1995, for hand-

ritten and machine-printed character recognition ( LeCun et al.,

995a ). LeNet-5 is now considered obsolete and possibly outdated,

owever it is still the baseline of almost all state-of-the-art image

ecognition ML models, such as ImageNet ( Krizhevsky et al., 2012 ),

FNet ( Zeiler and Fergus, 2014 ), and GoogLeNet ( Szegedy et al.,

015 ). We therefore build on top of this architecture in order to

reate an enhanced version of the LeNet-5, specifically designed for

ext-based CAPTCHA breaking. Our improved version of the LeNet-

, shown in Fig. 2 , takes as input the whole CAPTCHA image and

irectly recognises the text contained in it. The optimal CNN pa-

ameters that lead to the highest recognition accuracy results are

hown in Fig. 2 . 

After performing several experiments using different kernels,

isclassification penalty parameters (C) ( Cortes and Vapnik, 1995 )

nd Gamma values (G) ( Cortes and Vapnik, 1995 ) we have also

ecided for the optimal SVM parameters that lead to the highest

ecognition accuracy results and which are: (a) Kernel = Radial Ba-

is Function, (b) C = 1, and (c) G = 0.001. 

.5. Dataset 

Following the methodology proposed in 

ursztein et al. (2011b) we have created a corpus of real-

orld CAPTCHAs to evaluate the effectiveness of our ML mod-

ls. We use the CNN text-based CAPTCHA scheme , shown in

ig. 1 , for training our CNN and SVM classifiers. This text-based

APTCHA scheme has also been utilized in Bursztein et al. (2011b) ,

ursztein et al. (2014a) and Ye et al. (2018) . The motivation

ehind the selection of this CAPTCHA scheme for conducting
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Fig. 1. In this figure, three samples of the CNN text-based CAPTCHA scheme are 

shown. Each sample, contains many security features, i.e., collapsing, occluding 

lines, waving, etc. 
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our experiments lies on the fact that it reports the lowest at-

tack success rates in all three (3) aforementioned papers (16%

in Bursztein et al., 2011b , 51.6% in Ye et al., 2018 and 51.09% in

Bursztein et al., 2014a ). Furthermore, this CAPTCHA scheme has

been selected as it contains a large number of advanced security

features (discussed in Section 6 ) namely: (a) negative kerning

(collapsing), (b) occluding lines, (c) character overlapping, and (d)

character rotating, distortion or waving, which seem to be among

the most effective security features used in text-based CAPTCHA

designing. 

5.6. Evaluation 

In order to conclude about the recognition success rates for the

two selected classifiers we conduct numerous experiments using

different sets of parameters as well as adapting the models’ ar-

chitectures. The highest recognition accuracy results obtained on

CNN text-based CAPTCHA scheme for our CNN and SVM classifiers

are 0.7% and 0.1% respectively. However, it has been experimen-

tally shown that very high attack success rates can be achieved

utilizing the other common phases, such as pre-processing, seg-

mentation, etc., using either CNNs ( Chellapilla et al., 2005; Chen

et al., 2018; Gao et al., 2017; 2013; Stark et al., 2015; Tang et al.,

2018; Ye et al., 2018 ) or SVMs ( Bursztein et al., 2011b; Fiot and

Paucher, 2009; Starostenko et al., 2015 ). The low recognition ac-

curacy results achieved indicate that directly applying single type

ML-based models, such as CNNs and SVMs, for recognizing the text

contained in a text-based CAPTCHA scheme is likely not enough.

This conclusion is further strengthened from the fact that CNNs

seem to be the most powerful ML-based models when it comes

to image recognition related problems ( Krizhevsky et al., 2012;

LeCun and Bengio, 1998; Rawat and Wang, 2017 ), whereas SVMs

are among the most easy to be deployed ML models (i.e., SVMs

are easy to be trained and tuned) successfully been applied to a

wide-range of applications while also achieving high enough suc-

cess rates when it comes to automated text-based CAPTCHA solv-

ing ( Bursztein et al., 2011b ). Moreover, showing that directly ap-

plying ML-models on text-based CAPTCHA schemes does not seem

to work, is a significant contribution as the community cannot de-

velop simple straight-forward techniques for directly solving text-

based CAPTCHAs, and thus minimizing the required breaking time,
Fig. 2. The CNN architecture used for our experiments, which is an improved/enhanced

character recognition ( LeCun et al., 1995a ). As shown in the figure, it is composed by 9 la

(pooling) layers (S2, S4 and S6), and 2 fully connected layers (FC7 and FC8), that are follo

with stride 1 and ReLU as an activation function. Sub-sampling layers use max-pooling w
hich indicates that breaking text-based CAPTCHAs requires effec-

ive and efficient solutions. 

The other common phases used, such as pre-processing, seg-

entation, and post-processing, are essential phases for success-

ully tackling the text-based CAPTCHA breaking problem. However,

reaking methodologies, like Ye et al. (2018) ’s, deploy ML algo-

ithms and more specifically ANN-based techniques (i.e., GANs) for

ll phases used, providing in this way a complete all-ML-based

olver. As many techniques that can effectively and efficiently solve

he automated text-based CAPTCHA breaking problem exist, differ-

nt doubts regarding the security of text-based CAPTCHAs arise.

ew design directions and principles for improving the security of

ext-based CAPTCHAs have to be taken. Also, a detailed security

nd usability assessment of text-based CAPTCHA schemes is con-

idered critical to be performed by every site operator. 

Nonetheless, most of the site operators have realised the lim-

tations of text-based CAPTCHAs switching in this way their ba-

ic scheme to other CAPTCHA versions like image-based or game-

ased CAPTCHA schemes. Furthermore, most of the site oper-

tors, especially the popular ones, deploy heavier-weight sec-

ndary defences (e.g., SMS validation, account shutdowns, addi-

ional CAPTCHA screens, etc.) ( Fleizach et al., 2007 ) as an extra se-

urity measure but only after a text-based CAPTCHA is passed and

ome usage threshold is triggered (e.g., multiple sign-ups from the

ame IP address) ( Motoyama et al., 2010 ). Moving forward, inspired

y Motoyama et al. (2010) , CAPTCHAs have to be viewed, not only

s a technological impediment to an attacker, but also as an eco-

omic one. However, Motoyama et al. (2010) mentioned this con-

idering the cost of human-based labor CAPTCHA solving services,

hereas in this article the cost (economic impediment) is due to

he specialized and highly skilled staff needed for developing such

utomated text-based CAPTCHA solvers. 

. Design principles for improved CAPTCHA security 

After an extensive study on a large number of scientific pa-

ers related to text-based CAPTCHA breaking and security ( Ahmad

t al., 2010, 2011, Bursztein et al., 2011, 2014; Chandavale et al.,

0 09; Chellapilla and Simard, 20 04; Cruz-Perez et al., 2012; Dileep

t al., 2017; Fiot and Paucher, 2009; Gao et al., 2012, 2013, 2014,

017; Hindle et al., 2008; Huang et al., 2010; Hussain et al., 2016;

i et al., 2010; Mori and Malik, 2003; Moy et al., 2004; Nachar

t al., 2015; Rui et al., 2013; Sano et al., 2015; Shih-Yu et al., 2008;

tark et al., 2015; Starostenko et al., 2015; Tang et al., 2016; Yan

nd Ahmad, 2007; Yan and El Ahmad, 2008; Ye et al., 2018; Zhang

nd Wang, 2010 ), several guidelines and suggestions on designing

mproved text-based CAPTCHA schemes to resist automated break-

ng resulted. Those text-based CAPTCHA designing suggestions will
 version of the LeNet-5 architecture used for handwritten and machine-printed 

yers, among which there are 3 convolutional layers (C1, C3 and C5), 3 sub-sampling 

wed by a softmax output layer (O9). Convolutional layers use 2 by 2 convolutions 

ith 2 × 2 filters and stride 2. 
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e useful to CAPTCHA designers as well as CAPTCHA attackers.

or example, randomizing the CAPTCHA length and individual rel-

tive character size makes text-based CAPTCHA recognition pain-

ess for humans, but at the same time a way too hard task for

utomated attacks ( Bursztein et al., 2011b ). Similarly, if the char-

cters in a text-based CAPTCHA scheme are of the same size, then

he segmentation and recognition techniques used are extremely

enefited. While carefully chosen anti-recognition 

4 techniques help

low down the learning process and reduce recognition technique’s

uccess rates, they are not sufficient by themselves. Based on our

arge-scale evaluation, we have concluded that for a text-based

APTCHA scheme to reach the maximum level of security; anti-

egmentation and anti-recognition techniques must be combined .

ote that many techniques explained in this section serve both

nti-recognition and anti-segmentation. Furthermore, different se-

urity features that are not considered to improve the security

f text-based CAPTCHA schemes are also stated. However, in the

ast section of this research we argue why text-based CAPTCHA

chemes must be discontinued as a technique for determining if

 user is a human or not. 

It has to be noted that we do not provide empirical evidence

or the security of the following text-based CAPTCHA design secu-

ity features as all the design guidelines provided in this paper are

xtensively evaluated in the related literature ( Ahmad et al., 2010,

011, Bursztein et al., 2011, 2014; Dileep et al., 2017; Gao et al.,

013 ) and thus their is no need for further experimentation . Further-

ore, these techniques are considered to be the most generic ones

s they can be easily applied to all text-based CAPTCHA schemes.

owever, we suggest site operators to carefully adopt each design

ecurity feature as the text-based CAPTCHA designing reflects a

rade-off between security and usability . Moreover, further experi-

ents should be conducted for validating the security of the im-

roved text-based CAPTCHA scheme. 

.1. Confusion lines 

Using confusion lines that cross upon multiple characters

revents segmentation-based techniques from effectively detect 

nd segment characters. This leads the recognition technique

sed in a later stage to poor success rates. As mentioned in

ursztein et al. (2011b) , two types of lines used to prevent seg-

entation are: (a) small lines that cross the CAPTCHA’s charac-

ers, and (b) large lines of the same width as the characters’ lines

hat cross the entire CAPTCHAs. We recommend using curved lines,

nstead of straight lines, with random angles and same width as

he characters’ width, crossing upon a random number of charac-

ers with random slopes. The length of these lines should be ran-

om and their colour should match the characters’ colour. In case

he CAPTCHA scheme uses different colours for the characters then

andom coloured lines should be used. This technique causes pre-

rocessing and segmentation algorithms to fail on distinguishing

he characters from the confusion lines. 

.2. Negative Kerning (Collapsing) 

As mentioned in Bursztein et al. (2011b) , Bursztein et al.

2014a) , and Ye et al. (2018) collapsing (or negative kerning) anti-

egmentation technique is used by the most prominent text-based

APTCHA schemes as a general algorithm for breaking this type

f security feature does not exist. Collapsing, uses negative space

etween characters to resist segmentation by ensuring that each

haracter is occluded by its neighbours ( Bursztein et al., 2014a ).
4 In this paper, the term anti-recognition techniques is used to describe the im- 

ge/text manipulations that aim at preventing the recognition of individual charac- 

ers or a sequence of characters. 

u  

Y  

C  

a

e recommend using collapsing as the main anti-segmentation

ecurity feature as it provides an efficient defence against seg-

entation. It is also advised though to deploy collapsing in com-

ination with random CAPTCHA length, characters’ size and font

ypes in order to increase the effectiveness of this security feature

 Bursztein et al., 2011b ). 

.3. Random CAPTCHA length 

Attackers can easily exploit fixed length CAPTCHA schemes

s ML-based techniques able to break those schemes, with high

uccess rates, exist. In other words, using fixed length CAPTCHA

chemes gives too much information to the attacker while also

imiting the training space of ML-based solvers. Instead, randomiz-

ng the CAPTCHA length has a major negative impact on automated

ext-based CAPTCHA solvers’ success rates, requiring a significant

igher overhead for training holistic/non-segmentation ML-based 

olvers, one per each CAPTCHA length. We highly recommend site

perators on using this technique/security feature as it causes the

arger portion of automated ML-based CAPTCHA solvers to fail. 

.4. Wave CAPTCHAs 

Waving the different text-based CAPTCHA schemes increases

he difficulty of finding cut points in case of collapsing and helps

itigate the risk of the attacker finding the added line based on its

lope when using lines ( Bursztein et al., 2011b ). Furthermore, wav-

ng the text-based CAPTCHAs hardens the problem for the recog-

ition technique been used. 

.5. Random characters’ size and font types 

Randomizing characters’ size as well as using several fonts

auses segmentation-based techniques to fail as a general highly

ffective known method for segmenting the characters contained

n a text-based CAPTCHA scheme does not exist. In addition, using

everal fonts reduces the classifier’s accuracy and scheme’s learn-

bility. We recommend using this technique for the same reasons

escribed in Section 6.3 as it has a major negative impact on auto-

ated text-based CAPTCHA solvers also being easy to deploy. 

.6. Rotate CAPTCHA’s characters 

It is well-known that DL-based techniques, which are the state-

f-the-art for image recognition, fail when rotating the input im-

ge. Rotating the CAPTCHA’s characters in a considerably small

umber of degrees can effectively cause most automated ML-based

APTCHA solvers to fail and still be relatively painless to be solved

y humans. However, we suggest site operators to carefully use ro-

ation as it may negatively affect the user experience. 

.7. Combination of security features 

Many CAPTCHA schemes combine different security features for

esisting automated solving. Combining multiple security features

ndeed improves the robustness of a text-based CAPTCHA scheme

 Bursztein et al., 2011b; Ye et al., 2018 ). This can be easily seen

rom the success rates achieved when using different security fea-

ures. For example, in Ye et al. (2018) a table (i.e., Table 5) show-

ng how the combination of different security features affects the

ccuracy of the proposed GAN-based solver, exists. On the other

and, using more and more security features negatively affects the

sability of text-based CAPTCHA schemes. Again, as mentioned in

e et al. (2018) , their annotators struggled to recognize a specific

APTCHA scheme that combines overlapping, rotation, distortion,

nd waving security features. 



12 A. Dionysiou and E. Athanasopoulos / Computers & Security 97 (2020) 101947 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

C  

p  

c  

s  

h  

s  

s  

t  

i  

p  

i  

w  

o  

s  

C  

t  

i  

g  

C  

b

8

 

c  

t  

g  

f  

t  

m  

o  

s  

t  

c  

a  

e  

a  

C  

o  

C  

s  

a  

i  

i  

m  

s

D

 

c  

i

A

 

t  

r  

u  

b  

t  

t  

(

6.8. Non-effective security features 

Background confusion techniques can be inferred and filtered

(for example using pre-processing techniques) so the use of this

kind of distortion is not considered to be effective. These non-

effective anti-segmentation techniques include: (a) complex back-

ground, (b) background and characters color similarity, and (c)

random noise. As we have already explained in Section 6.2 , col-

lapsing can be an effective defence if combined with random

CAPTCHA length, characters’ sizes, and fonts. Nevertheless, it is rec-

ommended that site operators should carefully use collapsing as

it has been shown experimentally that if the overlapping area is

greater than 6 pixels, the resulting text-based CAPTCHA will sig-

nificantly affect user experience because it will become painful for

humans to discriminate the characters from the CAPTCHA’s image

representation ( Bursztein et al., 2014a ). 

7. Future directions 

In this paper, an extensive and systematic evaluation and clas-

sification of the related literature regarding automated text-based

CAPTCHA solvers has been conducted, mainly focusing on ML-

based solvers. After examining and evaluating a large number of

related articles published on the last two decades, we have con-

cluded that holistic (i.e., non segmentation-based) ML-based ap-

proaches, incorporating, or not, mechanisms inspired by systems

neuroscience and HVS, can lead to robust and general applicable

automated text-based CAPTCHA solvers that are highly effective

and efficient in all terms. To sum up, we have initially classified

each paper studied in one of the two main categories, i.e., ML-

related and Non ML-related, based on whether or not the proposed

methodology is mainly based on ML. After performing the classi-

fication process, we have tracked down whether or not, the pro-

posed methodologies make use of specific phases and techniques

in the text-based CAPTCHA breaking process and thus receiving

as a result the classification Table 2 . Observing the resulting ta-

ble (i.e., Table 2 ), we have identified that the latest automated

solvers use CNNs or other techniques and algorithms heavily in-

spired from HVS (e.g., RCN) while also adopting an holistic ap-

proach. Furthermore, we have tracked down the three state-of-the-

art solvers that have successfully solved the automated text-based

CAPTCHA breaking problem and examined the motivation and in-

sights behind their approach. 

As many automated solvers have managed to break the 1% bar-

rier ( Bursztein et al., 2011b ) of many popular text-based CAPTCHAs

( Bursztein et al., 2014; Dileep et al., 2017; Ye et al., 2018 ), the re-

assessment of the way that we perform the reverse Turing tests

(i.e., CAPTCHA) is considered critical. Thus, there is the need for

more, improved design security features, to be invented preserv-

ing the usability for legitimate users unaffected, otherwise as

Bursztein et al. stated, the end is nigh for the text-based CAPTCHA

schemes ( Bursztein et al., 2014a ). New ways and suggestions for

conducting the reverse Turing tests, like the ones proposed in

Al-Fannah (2017) ; Baecher et al. (2010) ; Bursztein et al. (2014b) ;

Datta et al. (2005) ; Gossweiler et al. (2009) ; Hoque et al. (2006) ;

K. et al. (2016) ; Mohamed et al. (2014) ; Osadchy et al. (2017) ,

should be carefully examined in order to conclude about the secu-

rity and usability levels that they offer. The same should be done

for widely-deployed CAPTCHA schemes, like Google’s reCAPTCHA

( Sivakorn et al., 2016 ). Furthermore, the same systematic evalua-

tion should be performed for all types of CAPTCHA versions shown

in Table 1 to aid the scientific community as well as the industry

on receiving insights about the usefulness of each approach. 

We advise companies and site operators that still use text-

based CAPTCHA schemes for which automated CAPTCHA solvers

able to break them with high success rates exist, to tweak their
APTCHA’s design according to the design security features re-

orted in Section 6 , while also rethinking of their security poli-

ies used for blocking automated bot systems attacks. We further

uggest site operators that use text-based CAPTCHAs as their only

uman authentication mechanism that, if an automated CAPTCHA

olver exists that is able to break a specific text-based CAPTCHA

cheme more than 50% of times then it is highly advised that

he specific CAPTCHA scheme should be replaced as, mathemat-

cally speaking, it does not provide any security on a particular,

rotected by the text-based CAPTCHA, resource. This is because

n the uniform probability distribution those CAPTCHA schemes

ill more likely to break than to resist automated attacks. More-

ver, we advise site operators to deploy secondary, more aggres-

ive defences for minimizing the impact of automated text-based

APTCHA solvers. In contrast with many other previous sugges-

ions stating that the immunity of the CAPTCHA design should lie

n the segmentation and not in the recognition phase, we sug-

est that a proper, in terms of security and usability, text-based

APTCHA scheme should be both hard to be segmented and hard to

e recognized by automated solvers. 

. Conclusion 

Text-based CAPTCHA schemes, even after several proposed se-

urity features, remain woefully problematic. In this work, a sys-

ematic evaluation and classification of the related literature re-

arding automated text-based CAPTCHA solvers has been per-

ormed. In so doing, we discover that these vulnerabilities affect

he security of systems that deploy text-based CAPTCHAs as their

ain human or bot classification system. An enormous amount

f popular text-based CAPTCHA schemes are considered broken,

omething which is a clear evidence that the reassessment of

he way that we perform reverse Turing tests (i.e., CAPTCHA) is

onsidered critical. Moving forward, an in-depth examination of

utomated ML-based CAPTCHA solvers is conducted, while also

xamining the motivation and the underlying methodology and

rchitecture of the three state-of-the-art automated text-based

APTCHA solvers. After demonstrating experimentally that an ML-

nly approach is not enough for breaking a modern text-based

APTCHA scheme, the most effective text-based CAPTCHA de-

ign security features are summarized for site operators to tweak

nd improve the security of their CAPTCHA’s design. Conclud-

ng our research, new, fundamentally different ways of conduct-

ng the reverse Turing tests should be invented as ML-based, and

ore specifically DL-based approaches, are becoming stronger and

tronger. 
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